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A previous literature has documented that bond returns are predicted by macroeconomic
information not contained in yields contemporaneously. That literature has mostly relied
on final revised, rather than real time macroeconomic data. We show that the use of real
time data substantially reduces the predictive power of macro variables for future bond
returns as well as the implied countercyclicality of term premiums. We discuss potential
interpretations of our results. (JEL G10, G12)
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A recent literature has documented that macroeconomic factors have strong
predictive power for future bond yields over and above the information
contained in yields themselves. Moreover, term premiums resulting from
models that include macroeconomic information are found to be strongly
countercyclical, in line with standard asset pricing theory.

Macroeconomic data are typically subject to future revisions and released
with delay. In this paper, we analyze the extent to which the use of final versus
real time macroeconomic data affects the quantitative assessments of the role
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of macroeconomic information in the term structure of U.S. government bond
yields. We find that a sizable fraction of the predictive information about future
bond returns contained in final macro data is carried by data revisions. Real
time macroeconomic data contain some useful information about future bond
returns, but their predictive power is economically and statistically much lower
than that of final data.

We first document these results for nonfarm payroll employment, one of the
key macroeconomic indicators that is closely followed by market participants
and has been shown to be an important driver of bond yields in event
study analyses (see, e.g., Jones, Lamont, and Lumsdaine 1998; Fleming and
Remolona 1999; Gürkaynak, Sack, and Swanson 2005). We then show that our
findings apply to other macroeconomic predictor series that have been used in
the extant literature. Specifically, these are real gross domestic product (GDP)
growth, which has been used for example by Wright (2011); the Chicago Fed
NationalActivity Index (CFNAI), which has been employed in Joslin, Priebsch,
and Singleton (2014), industrial production which has been used in Cooper and
Priestley (2009); and a principal component of a large panel of macroeconomic
time series in the spirit of Ludvigson and Ng (2009).

Aquantitative example may best serve to highlight the economic significance
of our results.Adding revised nonfarm payroll growth to a predictive regression
of the excess holding return on a 2-year Treasury on the lagged Cochrane and
Piazzesi (2005) return forecasting factor increases the adjusted R2 from 19%
to 25%. Replacing the final data with that available in real time reduces the
adjusted R2 to 21%. Moreover, the slope coefficient pertaining to nonfarm
payroll becomes insignificant. Performing a variance decomposition, which
characterizes the relative contribution of each component to the predictive
power of the regression, we find that the Cochrane and Piazzesi (2005) return
forecasting factor takes a 78% share of the predictive power whereas final
nonfarm payroll captures the remaining 22%. In contrast, the predictive share
drops from 22% to 7% with real time data, which is about the same magnitude
as that captured by the revision component.

We consider alternative proxies for the information set potentially available
to investors in real time, and find very similar results. Moreover, following the
approach in Ludvigson and Ng (2009), we find that term premiums implied by
a simple vector autoregressive model including real time nonfarm payroll data
are considerably less countercyclical than term premiums obtained using the
final revised counterpart. Hence, some of the previously documented cyclicality
of bond premiums appears to be driven by data revisions. In line with this
finding, a mean-variance investor endowed with final macroeconomic data
would obtain a higher Sharpe ratio than one using real time data. Finally, we
show that on days of macroeconomic news announcements investors react not
only to the surprise component of the announcement but also to revisions to
prior releases. Yet, the bond market’s reaction to macroeconomic news does not
anticipate future revisions. This is in contrast to Gilbert (2008), who studies
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S&P 500 returns on days of payroll announcements and finds that the stock
market’s reaction to payroll announcements is correlated with future revisions,
controlling for market expectations of the release.

What can we learn from these results? We discuss several potential
interpretations. Assuming that revised macroeconomic data capture the state
of the business cycle more precisely than real time data, our finding that the
predictability of bond returns is stronger when revised data are used is consistent
with standard asset pricing theory implying time-varying risk premiums. Our
finding that revisions are correlated with bond returns could thus simply reflect
the fact that both risk premiums and revisions have a cyclical component or,
alternatively, that data revisions proxy for uncertainty about the state of the
economy and thus correlate with risk premiums. A potentially complementary
interpretation relates to the role of data revisions in investors’ expectations
about monetary policy. Orphanides (2001) has shown that the prescription of
a Taylor-type policy rule for the federal funds rate based on real time data
can substantially differ from one based on revised data. Bond yields reflect
investors’ expectations about future short rates as well as term premiums.
If investors use data revisions to update their beliefs about the state of the
economy and thus the Federal Reserve’s likely path of policy, bond returns
should be correlated with data revisions, as we empirically document. Finally,
the documented difference in predictability of bond returns using final versus
real time macro data could be consistent with informational frictions playing
some role in explaining bond return dynamics. At a more general level, our
findings suggest that different assumptions about the information set available
to investors may lead to different assessments of the driving forces behind bond
yields.

1. Why Revisions May Matter

In this section, we document that final revised nonfarm payroll (NFP,
henceforth) growth data available to an econometrician substantially differ from
real time observations available to investors. In other words, data revisions are
a sizable component of NFP growth and may therefore matter for their ability to
predict bond returns. We start by introducing some notation, and then move on to
a quantitative assessment of the relative importance and the cyclical properties
of real time observations, data revisions, and final revised data, respectively.

1.1 Notation
To fix ideas it is useful to introduce some notation. Let Xt denote a
macroeconomic time series that will be used to predict future bond returns.
Additionally, assume that Xt is published with delay and subject to future
revisions. For our purpose, we shall use a double index, namely Xt |t̃ where t̃

is the time stamp of the information release pertaining to time period t. For
example, Xt |T denotes the final data collected for calendar month t at the end
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of a sample of size T .1 For simplicity, we assume that the data Xt |T are no
longer subject to future revisions and can therefore be considered as final.2

In practice, since almost all macroeconomic time series are released with a
1- or 2-month lag, the release of new information in month t typically pertains
to period t −1 or t −2, that is, Xt−1|t or Xt−2|t . For ease of notation, we will
uniformly refer to the real time observation available in t as Xt−1|t and hence
assume a one period publication lag. In our empirical analysis, however, we
keep track of the information in each calendar month as it was available to
investors at the end of that month.

We can decompose the final revised observation into two components:

Xt |T =Xt−1|t +νt |T , (1)

where

νt |T = (Xt |T −Xt−1|t )=νrev
t |T +ν

pl

t |T (2)

νrev
t |T = Xt |T −Xt |t+1

ν
pl

t |T = Xt |t+1 −Xt−1|t

contains two elements: a component denoted by νrev
t |T that is purely related to

future revisions of the initial announcement, Xt |T −Xt |t+1, and one denoted
by ν

pl

t |T , or publication lag, that captures the fact that macroeconomic data are
released with a lag, Xt |t+1 −Xt−1|t .

1.2 How important are data revisions?
Table 1 reports the summary statistics of real time observations, revisions and
final data for NFP. Over the full 1964-2014 sample, monthly changes in NFP
averaged 135K according to the final data, whereas the real time release was,
on average, only 113K, a difference of 22K, or almost 20%, of the real time
announcement. During NBER expansions νt |T averaged 32K, whereas during
recessions the average is -37K, or almost 30%, of the real time release. Hence,
real time data understate the final figure during expansions and also on average
for the full sample, but overstate the final number during recessions. In other
words, revisions are cyclical: the good news is even better ex post during
expansions but the bad news during recessions is ex post much worse with the
final data. The bulk of νt |T is attributable to the revision component, that is,
νrev

t |T , for the full sample as well as NBER expansions. In contrast, publication

delays, that is, ν
pl

t |T , are slightly more important during recessions.

1 Similarly for calendar quarter. In our empirical work, we consider one quarterly series, that is, real GDP growth.

2 In practice, macroeconomic time series are revised in benchmark revisions that incorporate information from
additional sources even multiple years after the first release, but these revisions mostly tend to affect the level,
and not the monthly growth rate, of these time series.
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Table 1
Summary statistics of nonfarm payroll data

Mean SD Min Max

NFP 1964-2014

Xt |T 135.69 207.71 −823.00 1115.00
Xt−1|t 113.75 199.62 −674.00 733.00
νt |T 21.93 185.39 −795.00 1526.00

ν
pl
t |T 0.11 184.05 −898.00 1144.00

νrev
t |T 21.82 108.28 −441.00 382.00

NFP 1964-2014: NBER expansions

Xt |T 188.51 149.42 −329.00 1115.00
Xt−1|t 156.36 159.77 −467.00 733.00
νt |T 32.16 184.95 −795.00 1526.00

ν
pl
t |T 5.34 183.62 −898.00 1144.00

νrev
t |T 26.81 103.19 −441.00 382.00

NFP 1964-2014: NBER recessions

Xt |T −170.68 232.81 −823.00 306.00
Xt−1|t −133.33 227.50 −674.00 383.00
νt |T −37.34 177.61 −529.00 409.00

ν
pl
t |T −30.22 184.66 −477.00 434.00

νrev
t |T −7.12 130.99 −325.00 335.00

This table reports the summary statistics of real time data, revisions and final data for nonfarm payroll (NFP)
from 1964 to 2014. Three sample configurations cover, respectively, the full sample, NBER expansions,
and recessions. The final revised data is labeled Xt |T . This can be decomposed into two components: Xt |T
= Xt−1|t + νt |T , defined in equations (1) and (2).

Revisions are also quite volatile, as shown by their standard deviations
reported in Table 1. While final revised and real time data are similarly volatile,
their difference νt |T also has a standard deviation of about the same order of
magnitude. This is consistent with a negative correlation between the real time
data and the combined publication lag and revision component. More generally,
these numbers show a considerable amount of uncertainty about the true state
of the economy in real time.

The relative importance of revisions in the variability of revised nonfarm
payroll data and their large variability is consistent with the prior literature.
For example, Aruoba (2008) documents the empirical properties of revisions
to major macroeconomic variables and also finds that they are large relative to
the variation in the original variables. Moreover, he documents that revisions
feature substantial degrees of serial correlation. This is confirmed by Croushore
(2011), who further provides a comprehensive review of the literature on data
revisions and real time data.

2. Predictive Bond Return Regressions

In this section, we study the extent to which the predictability of bond
returns with macro data depends on the specific macroeconomic information
set being employed. A number of recent papers have used simple linear
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regressions to analyze the predictive power for future bond returns contained
in macroeconomic variables over and above the information captured by
the yield curve itself (see, e.g. Ludvigson and Ng 2009, 2011; Cooper and
Priestley 2009; Cieslak and Povala 2015). Other papers instead have used
macroeconomic factors in affine term structure models and have shown that
the resulting term premiums have different properties than those emanating
from models using only yield curve factors (see, e.g., Wright (2011); Joslin,
Priebsch, and Singleton (2014)). Because risk premium dynamics implied by
affine term structure models are largely determined by the underlying vector
autoregression (VAR) in the model factors (Joslin, Le, and Singleton (2013),
the impact different macroeconomic information sets have on the ability to
predict bond returns can be assessed without estimating a fully specified affine
model. While we focus on simple predictive regressions of excess bond returns
on lagged predictor variables in this section, we also will study the implications
of different macroeconomic information sets in a VAR setup in Section 3.

The typical finding reported in the literature using predictive regressions
is that macroeconomic data significantly add predictive power beyond the
Cochrane and Piazzesi (2005) return forecasting factor (the CP factor
henceforth), a linear combination of forward rates constructed to predict returns
on Treasury notes. These analyses are commonly based on annual excess
holding period returns computed based on the Fama-Bliss zero-coupon bond
yields from the Center for Research in Securities Prices (CRSP). Here, we
follow this literature and consider the following linear regressions:

rx
(n)
t+12 =αn +β ′

nbmt +γ z
n Zt +e

(n)
t+12 (3)

where rx
(n)
t+12 denotes the 1-year excess holding period return on an n-year bond,

bmt is a vector capturing the benchmark yield curve information available at
time t , and Zt is a macroeconomic predictor variable. In this section, Zt will be
NFP as observed at different points in time. In Section 5, we will also consider
industrial production (IP) growth, GDP growth, CFNAI and the LN factor for
the purpose of documenting robustness with respect to other commonly used
return predictor variables.

Before proceeding, a few words about the timing of data releases and returns
are in order. Typically, the month t - 1 NFP is published the first Friday of month
t, at 8 :30 am EST. Returns are computed end-of-month. Therefore, month t

returns are matched with end-of-month information sets captured by Zt . This
means that when using real time data to predict returns in t +12 one only has
information for month t - 1 (that is, Xt−1|t ) available. This is in contrast to the
standard literature which uses Xt |T to predict bond returns.

We consider several benchmark model specifications so as to capture the
predictive information contained in the yield curve in period t . The first is the
CP factor which we update through December 2014, the end of our sample
period. Besides the CP factor we have two additional specifications for the
benchmark bmt . The first is motivated from the CP factor but avoids estimating
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factor loadings. Specifically, we observe that the loadings of the CP factor have
a tent-shaped form with a peak at the 3- to 4-year forward. One can thus well
approximate the predictive information for future bond returns contained in
current market prices by using two yield spreads: (1) between the 3-year and
the 1-year yield (labeled “S31”) and (2) between the 5-year and the 4-year
yield (labeled “S54”). Using observable spreads instead of an estimated linear
combination as a regressor has the advantage of avoiding potential errors-in-
variables and look-ahead biases. The second simply uses the first three principal
components of Treasury yields as predictors following a large literature going
back to at least Litterman and Scheinkman (1991).

This leaves us with three benchmark models: (1) the CP factor, (2) the pair of
spreads S31 and S54 - henceforth referred to simply as spreads or S31+S54, and
(3) the first three PCs of the Treasury yield curve. Hence, we have benchmark
models with one (CP), two (spreads) and three (PCs) regressors. We focus on
the results with the CP factor and the two spreads in the remainder of this
section. The Online Appendix Section OA.2 provides results with the three
principal components.

2.1 Predicting returns with different information sets
We estimate Equation (3) for different regressors Zt capturing various
macroeconomic information sets: (a) final revised data, Zt = Xt |T , (b) first
releases for month or quarter t (typically observed in month or quarter t +1) Zt

= Xt |t+1, (c) real time data, Zt = Xt−1|t , (d) the publication lag component Zt

= ν
pl

t |T , and (e) revisions Zt = νrev
t |T .

Table 2 provides the results for both the CP factor and the two spreads
as benchmarks. For each benchmark model there are two panels with results
for the 2-year and 5-year maturities, respectively. The first column covers
the predictive regressions with only yield information, that is, the benchmark
models with either CP factor or the two spreads. For the 2-year maturity this
amounts to a 19% (CP factor) or 17% (two spreads) adjusted R2 and similarly
23% or 20% for the 5-year maturity. Adding final NFP data as a regressor
in the second column always yields significant slope estimates. Moreover,
the adjusted R2 increases considerably, with the difference being somewhat
stronger for the 2-year maturity where it rises from 19% (17%) to 25% (25%)
compared to the CP factor (two spreads) benchmark. Interestingly, when only
final NFP data and no yield curve information is used in the regression, the
coefficient remains statistically significant but the R2 sharply drops from 25%
to 7% for the 2-year maturity and 26% to 5% for the 5-year maturity. This
shows that compared to information in the yield curve, revised NFP data only
explain a small share of the variance in bond returns.

Replacing the final releases with the first releases in the next column
reduces the slope coefficients and lowers their statistical significance for both
benchmark models and bond maturities considered. More importantly, in all
cases we observe a reduction in the adjusted R2. Replacing the first release by
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Table 2
Bond return predictability - in-sample results

1-year excess holding return on 2-year Treasury - CP factor

CP 43.25∗∗∗ 41.86∗∗∗ 42.18∗∗∗ 42.26∗∗∗ 43.31∗∗∗ 43.30∗∗∗ 42.01∗∗∗
Final −0.20∗∗∗ −0.22∗∗
First −0.15∗∗
Real time −0.11 −0.14∗ −0.18∗∗
Pub lag −0.04∗ −0.18∗∗∗
Revisions −0.23∗∗ −0.29∗∗∗
Adj. R2 0.19 0.25 0.07 0.22 0.21 0.02 0.19 0.21 0.25

1-year excess holding return on 5-year Treasury - CP factor

CP 148.24∗∗∗ 144.68∗∗∗ 145.74∗∗∗ 145.91∗∗∗ 148.39∗∗∗ 148.39∗∗∗ 145.36∗∗∗
Final −0.51∗∗∗ −0.58∗∗
First −0.35∗
Real time −0.27 −0.37 −0.43∗
Pub lag −0.10 −0.45∗∗∗
Revisions −0.69∗∗∗ −0.85∗∗∗
Adj. R2 0.23 0.26 0.05 0.24 0.23 0.02 0.23 0.24 0.26

(continued)
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Table 2
Continued

1-year excess holding return on 2-year Treasury - Two spreads

S31 1.63∗∗∗ 1.67∗∗∗ 1.64∗∗∗ 1.63∗∗∗ 1.64∗∗∗ 1.66∗∗∗ 1.68∗∗∗
S54 −3.15∗∗∗ −3.79∗∗∗ −3.55∗∗∗ −3.55∗∗∗ −3.12∗∗∗ −3.26∗∗∗ −3.81∗∗∗
Final −0.24∗∗∗ −0.22∗∗
First −0.18∗∗∗
Real time −0.15∗ −0.14∗ −0.23∗∗
Pub lag −0.04∗∗ −0.21∗∗∗
Revisions −0.25∗∗∗ −0.33∗∗∗
Adj. R2 0.17 0.25 0.07 0.21 0.20 0.02 0.17 0.20 0.25

1-year excess holding return on 5-year Treasury - Two spreads

S31 5.22∗∗∗ 5.31∗∗∗ 5.24∗∗∗ 5.21∗∗∗ 5.23∗∗∗ 5.30∗∗∗ 5.34∗∗∗
S54 −6.27 −7.81∗∗ −7.14∗ −7.07∗ −6.21 −6.60∗ −7.75∗∗
Final −0.57∗∗∗ −0.58∗∗
First −0.39∗
Real time −0.29 −0.37 −0.48∗
Pub lag −0.12∗∗ −0.51∗∗∗
Revisions −0.75∗∗∗ −0.94∗∗∗

[−2.96] [−3.53]
Adj. R2 0.20 0.24 0.05 0.21 0.20 0.02 0.20 0.22 0.24

This table reports in-sample predictive regression results using different macroeconomic predictors Zt in equation (3), namely
(a) final revised data, (b) first releases for t (typically published in month/quarter t +1) (c) real time data, (d) the publication lag
component and (e) revisions. The data series is NFP from 1964 to 2014. These analyses are based on annual excess holding
period returns computed from the Fama-Bliss zero-coupon bond yield. The benchmark bmt uses the Cochrane and Piazzesi
2005 return forecasting factor (CP factor) or two yield spreads: (1) between the 3-year and 1-year yield (S31) and (2) between
the 5-year and 4-year yield (S54). All regressions include a constant not reported in the tables. t-statistics are based on Newey
and West 1987 standard errors with a maximum lag length of 18 months. ∗, ∗∗, and ∗∗∗ indicate significance at the 10%, 5%,
and 1% level, respectively.
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the real time observations in the next column suggests even less predictability
both in terms of the adjusted R2 and the magnitude and significance of the
slope coefficients. The striking difference with respect to final data suggests that
information either captured by the publication lag or the revision components
accounts for some of the predictable information in final data. Dropping the
CP factor and considering only real time NFP data shows that the adjusted R2

drops even more strongly than in the case of final revised data, from 21% (23%)
to 2% (2%) for the 2- and 5-year maturities, respectively. This shows that real
time NFP data explain almost none of the variation in excess bond returns.

The next two columns separate the real time data from the revision
component. The results show that it is clearly the revision component which
carries the bulk of predictive content. In all cases, the coefficient of the revision
component is strongly statistically significant and the adjusted R2 are as large
or larger than those implied by the real time data.

The final columns in each panel of Table 2 combine the benchmark regressors
with the real time, publication lag and revision into a single regression. In all
cases, the real time regressor is the least important predictor while both the
publication lag and revision components enter strongly significantly. Moreover,
the adjusted R2 jump back to the levels observed when using final data. In sum,
these results suggest that the predictive ability of macroeconomic information
is much more pronounced when final revised as opposed to real time data are
used. Moreover, important predictive information appears to be contained in
the revision components.

2.2 Variance decomposition
The regression results reported in the previous section show that final revised
data are stronger predictors for bond returns than real time data with the revision
component itself carrying important predictive information. This section sheds
some light on the relative contributions of each component to the predictive
relationships.

In Appendix Section A.1, we provide the details of a variance decomposition
which allows us to trace out the incremental predictive information contained
in the various macroeconomic series - final or real time, publication lag and
revisions - using the Frisch-Waugh-Lovell theorem.3 Omitting the details here,
the basic idea is to regress bond returns first on the benchmark yield curve
predictor(s) bmt and to use the residuals to form a regression with Xt |T or
Xt−1|t . For real time data, the residuals of the latter provide the input for a
regression using the publication lag component, ν

pl

t |T , and finally, the residuals
of this regression are regressed on the revision component, νrev

t |T . This yields a

3 See, for instance, pages 19-24 of Davidson and MacKinnon (1993).
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Table 3
Bond return predictability: Variance decomposition

2-year Treasury 5-year Treasury

CP factor benchmark model

R2 0.25 0.25 0.26 0.27
bmt 0.78 0.82 0.86 0.89
Xt |T 0.22 0.14
Xt−1|t 0.07 0.04

ν
pl
t |T 0.05 0.02

νrev
t |T 0.06 0.05

Two spreads benchmark model

R2 0.25 0.26 0.24 0.25
bmt 0.69 0.76 0.82 0.87
Xt |T 0.31 0.18
Xt−1|t 0.11 0.04

ν
pl
t |T 0.07 0.03

νrev
t |T 0.06 0.05

This table reports variance decompositions based on the regressions

r
(n)
t+12 =αn +β′

nbmt +γ
f
n Xt |T +e

(n)
t+12.

and
r

(n)
t+12 =αn +β′

nbmt +γ rt
n Xt−1|t +γ

pl
n ν

pl
t |T +γ rev

n νrev
t |T +e

(n)
t+12.

using equation (A5) provided in Appendix A.1. The regressors are nonfarm payroll data from 1964 to 2014.

The dependent variables r
(n)
t+12 refer to annual excess holding period returns computed from the Fama-Bliss

zero-coupon bond yields from the Center for Research in Securities Prices (CRSP). The benchmark bmt uses the
Cochrane and Piazzesi 2005 return forecasting factor (CP factor) or two yield spreads: (1) between the 3-year
and the 1-year yield (labeled “S31”) and (2) between the 5-year and the 4-year yield (labeled “S54”).

decomposition of the variance of the original fitted regression reported in the
final column of Table 2.4

The results appear in Table 3. There are two panels, each pertaining to a
benchmark model, CP or two spreads. Each panel has results for the 2-year
maturity appearing in the first two columns and the 5-year maturity in the
remaining third and fourth columns. The first line reproduces the adjusted R2

which appeared in Table 2. We learn from the next line that the CP factor takes
a 78% (2-year) and 86% (5-year) share of the predictive power whereas final
NFP takes the remaining 22% for the 2-year and 14% for the 5-year. For the
two spreads benchmark model the share of variance explained by the final
NFP data are somewhat higher, at 31% and 18%, respectively. The variance
decompositions for the companion regression using the components of the
final data appear in the second (2-year maturity) and fourth (5-year) columns,
respectively. The share of the variance explained by the benchmark yield
curve information increases in all four cases. More importantly, comparing the
numbers for the final revised (Xt |T ) with those of real time (Xt−1|t ) NFP, we see
that the predictive share is reduced dramatically for both benchmark models and

4 The formula for the variance decomposition appears in Equation (A5).
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bond maturities considered: 22% to 7%, 14% to 4%, 31% to 11%, and, finally,
18% to 4%. Instead, the publication lag (νpl

t |T ) and revision (νrev
t |T ) components

represent a sizeable share of the predictive variation, in all cases superior to
that of Xt−1|t when combined. In sum, the contribution of NFP to predicting
bond returns is sharply reduced when using real time data. Compounded with
our finding that the predictive share of yield curve information increases in the
joint regressions with real time data while the overall R2 remained roughly the
same, we therefore infer a vastly reduced role for macroeconomic information
in predicting bond returns when real time data, as opposed to final data, are
used.

2.3 Out-of-sample analysis
In this subsection we analyze whether the in-sample results carry over to an
out-of-sample (henceforth OOS) setting. We use a 10-year training sample
for the OOS exercises. Since the NFP sample starts in 1964, this means that
we have the first OOS predictions in 1974. We run recursively (i.e., using
expanding samples) variants of regression (3), adding one monthly observation
at a time to produce out-of-sample predictions. Specifically, we regress the
individual bond returns rx

(n)
t+12 on (1) a constant and the benchmark yield curve

information (CP factor or the two yield spreads S31 and S54) and (2) a constant,
the benchmark yield curve information and Zt capturing different components
of macroeconomic information releases: (a) final revised data, (b) real time
data, and (c) revisions. For each of these specifications, we use the estimated
regression coefficients to predict excess bond returns 12-months out and record
the corresponding forecast errors. We then assess whether the macroeconomic
information significantly improves forecast accuracy by computing the ratio of
mean squared forecast errors (MSE) of the unrestricted models which add the
macro information and the MSE of the restricted models (i.e., specifications
that only use a constant or a constant and the yield curve factors).

To assess whether a given macroeconomic factor significantly improves
predictability with respect to the benchmark model, we report the ENC-NEW
test for nested models suggested by Clark and McCracken (2001). We further
test for all specifications that are not based on the real time information whether
they are significantly outperformed by the model using the final revised series.
Specifically, we report the Harvey, Leybourne, and Newbold (1998) test for
nonnested models which represents an extension of the Diebold and Mariano
(2002) test to serially correlated and heteroscedastic forecast error series.
Following Clark and McCracken (2001), we label this the ENC-T test.

The empirical findings are reported in Table 4. As before, the benchmark
bmt is either the CP factor or the two spreads S31 and S54. The first column
reports the ratio MSEu/MSEr of mean squared forecast error variances from
an (unrestricted) model that uses a macroeconomic time series as regressor
versus a (restricted) model that does not. The first row in each panel shows the
mean squared forecast error for predictions based on the restricted model (i.e.,
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Table 4
Out-of-sample assessment of bond return predictability

2-year Treasury 5-year Treasury

MSEu
MSEr

ENC-NEW ENC-T MSEu
MSEr

ENC-NEW ENC-T

CP factor

bmt 3.43 43.30
Xt |T 0.92 40.68∗∗ 0.95 19.82∗∗
Xt−1|t 0.95 19.39∗∗ 3.24∗∗∗ 0.98 7.09∗∗ 3.35∗∗∗
νt |T 1.00 1.64∗ 5.58∗∗∗ 1.00 1.31 4.81∗∗∗

Two spreads

bmt 3.14 36.64
Xt |T 0.95 43.47∗∗ 0.96 23.63∗∗
Xt−1|t 1.00 10.63∗∗ 4.14∗∗∗ 1.00 4.03∗∗ 4.03∗∗∗
νt |T 0.99 6.21∗∗ 4.35∗∗∗ 0.99 4.70∗∗ 3.92∗∗∗

This table provides out-of-sample forecast results for predictive bond return regressions. The benchmark bmt

uses either the Cochrane and Piazzesi 2005 return forecasting factor or the two yield spreads: (1) between the
3-year and the 1-year yield (labeled “S31”) and (2) between the 5-year and the 4-year yield (labeled “S54”).
MSEu/MSEr denotes the ratio of mean squared forecast error variances from an (unrestricted) model that
involves a macroeconomic regressor versus a (restricted) model that does not. The first row in each panel
shows the mean squared forecast error for predictions based on the restricted model (that is, using yield curve
information alone equivalent to setting γ z

n =0). The other entries in each panel are ratios with respect to the first
row entry. ENC-NEW denotes Clark and McCracken’s (2001) ENC-NEW test of equal forecast accuracy for
nested models with the critical values obtained from Table 1 in their paper. ENC-T is the Harvey, Leybourne,
and Newbold (1998) test for equal forecast performance of all models relative to the one using the Xt |T data.
As shown by West (1996), this test is asymptotically normal for non-nested forecasts. The two horizontal panels
present results for excess returns on 2- and 5-year bonds, respectively. A 10-year training sample is used for the
OOS exercises. All predictive regressions are reestimated month by month and forecast errors from predictions
of 1-year excess holding period returns are recorded. ∗, ∗∗, and ∗∗∗ indicate significance at the 10%, 5%, and
1% level, respectively.

using yield curve information alone equivalent to setting γ z
n =0). The other

entries in each panel are ratios with respect to the first row entry. The two
horizontal panels present results for excess returns on 2- and 5-year bonds,
respectively.

A first observation, of independent interest, is that while the CP factor
benchmark model featured a higher adjusted R2 in-sample fit (see Table 2), we
note that the two spreads benchmark specification yields a smaller MSE out-
of-sample. The difference is particularly pronounced for the 5-year Treasury,
where the MSE drops by 20% from 43.30 to 36.64.

The MSE ratios with final data range between 0.92 and 0.96, all representing
a significant drop according to the ENC-NEW test. Hence, final revised NFP
significantly improve the out-of-sample predictive power for bond returns.
With real time data the ratios are larger and range from 0.95 to 1.00. Despite
some values equal to one – meaning that MSEu = MSEr – the Clark and
McCracken (2001) ENC-NEW test still rejects the null of equal forecasting
ability, indicating that the real time data do improve the out-of-sample forecasts
relative to the benchmark yield curve information somewhat.5 In the case

5 The fact that one rejects the null despite the MSE ratio being equal to one is a matter of forecast accuracy in
finite samples (at estimated model parameters) versus in population (at the limiting, population values of model
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of using two spreads as benchmark, adding revisions of NFP reduces the
MSE ratios slightly and – according to the ENC-NEW test – significantly
so. Consistent with the in-sample results, we thus find that adding real time
NFP data improves the predictive ability relative to only using yield curve data
by less than when final data are used. Moreover, revisions themselves carry
important predictive information.

We assess whether the predictive ability of the model involving final data is
superior to that using real time data or revisions by means of the ENC-T test,
provided in the third and sixth column of Table 4. Under the null of no superior
predictive ability coming from revisions, the real time forecasts encompass
the final revised ones. Hence, the positive and significant test statistics that we
observe imply that we can reject the null, namely that the revisions contain
useful additional information over and above the real time data. In a similar
vein, the corresponding test statistics for the revision components νt |T imply
that the real time data carry predictive information beyond that contained in
revisions.

In sum, the results in this subsection thus confirm our in-sample findings:
while real time NFP data appear to contain some predictive information for
future Treasury returns over and above that included in yields themselves, the
degree of predictability is significantly larger when using final revised data.

2.4 Capturing market expectations
Market participants may anticipate some of the revisions and publications
lags. To assess whether endowing investors with a larger information set
changes our conclusions, we consider predictive regressions in which we
replace the macroeconomic data with regression-based predictions using
market information proxies, namely,

rx
(n)
t+12 = αn +β ′

nbmt +γ x
n

(
b̂′xt

)
+e

(n)
t+12 (4)

Xt |T = a+b′xt +ηt |T ,

where xt = {Xt−1|t ,F IN}, which uses the real time observations as well as the
following set of financial market indicators: the Treasury yields with maturities
ranging from n=1,...,5 years, and the five equity risk factors MKT, SMB,
HML, momentum, and short-term reversal from French’s data library. While
the former by construction capture all information embedded in bond yields in
period t , the latter have been shown to span the main sources of risk in equity

parameters). The ENC-NEW test is a test of equal accuracy in population. In finite samples, the forecast error
variance due to the sampling error in model parameters (with more of that in the unrestricted model than the
restricted) will inflate the MSE of the unrestricted model relative to the restricted, and can cause the smaller model
to have a lower MSE than the larger. With an infinitely large sample, one would estimate the model parameters
precisely enough that the unrestricted would be more accurate than the restricted. Clark and McCracken (2013)
provide a discussion of this. We thank Todd Clark for helpful feedback on this issue.
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markets. Combined, these indicators should thus represent a good proxy for
the information set available to market participants in real time.

We also consider survey forecasts of nonfarm payroll employment.
Specifically, we use the consensus expectation for NFP news announcements
from the Money Market Services database (like in Gilbert 2008) until 1999, and
from Bloomberg starting in 2000 in order to measure investors’ expectations
of the payroll release at time t .6 Since the survey data only starts in 1985, the
results in this section are based on the 30 year sample from 1985 to 2014.7

Table 5 summarizes the results. The first two panels feature the CP factor as
benchmark model, the bottom two panels refer to the two spreads benchmark.
Comparing the real time entries with the regressions using market or survey
forecasts, we note that the adjusted R2 is largely unchanged. Specifically, for
the 2-year maturity it takes on values of 18% and 19% for market and survey
expectations, as compared to 19% for real time observations when the CP
benchmark is used and 17% as compared to 15% when the two spreads are
used as benchmark. In all cases, the adjusted R2s are considerably smaller than
those obtained using final NFP data.

When we jointly consider the survey expectations with the final NFP data
in the second to last column of Table 5, the latter remain strongly statistically
significant and the adjusted R2s increase meaningfully. In contrast, the R2s
remain unchanged when we consider the survey data along with the real time
NFP data in the final column of the table. Moreover, the coefficient on the
real time data is insignificant for both bond maturities and benchmark models
considered. Thus, adding the survey data drives out real time but not final data.
These findings indicate that the final revised data imply considerably stronger
predictive power for future bond returns than reasonable alternative proxies of
the information set that investors may have in real time.

3. Term Premiums and Mean-Variance Portfolios

So far, we have established that the predictability of bond returns is diminished
when real time as opposed to final-revised nonfarm payroll data are used as
predictor in addition to information embedded in the yield curve. In this section,
we study the economic significance of this result. We first show that term
premiums implied by a predictive model for excess bond returns that uses real
time NFP are substantially less cyclical than term premiums implied by a model
based on final revised NFP. We then document that a mean-variance investor
endowed with real time NFP data would achieve lower Sharpe ratios than one

6 The MMS consensus expectation is the median of about 40 economists’ forecasts surveyed each Friday about
the next week’s macroeconomic announcements. The Bloomberg consensus is also the median of the surveyed
economists who can submit their forecasts until the day before the payroll announcement. The number of
forecasters ranged between 40 and 100 over the sample we consider.

7 For completeness we report in OnlineAppendix Section OA.3 all the results for NFP covering only the 1985-2014
sample. The main findings remain unchanged as compared to the full sample 1964-2014.
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Table 5
Bond return predictability with market expectations

1-year excess holding return on 2-year Treasury

CP 41.76∗∗∗ 42.55∗∗∗ 42.95∗∗∗ 42.20∗∗∗ 41.86∗∗∗ 40.74∗∗∗ 42.38∗∗∗ 42.72∗∗∗ 42.00∗∗∗ 42.62∗∗∗
Final −0.19∗∗∗ −0.32∗∗∗
First −0.15∗∗∗
Real time −0.13∗∗ −0.06
Pub lag −0.02
Revisions −0.27∗∗∗
Mkt fcst −0.15∗∗
Survey fcst −0.18∗∗ 0.20∗ −0.12∗
Adj. R2 0.15 0.24 0.20 0.19 0.15 0.19 0.18 0.19 0.25 0.19

1-year excess holding return on 5-year Treasury

CP 152.32∗∗∗ 154.53∗∗∗ 155.64∗∗∗ 153.67∗∗∗ 152.40∗∗∗ 149.49∗∗∗ 154.37∗∗∗ 155.11∗∗∗ 153.21∗∗∗ 154.73∗∗∗
Final −0.53∗∗∗ −0.83∗∗∗
First −0.41∗∗∗
Real time −0.40∗∗ −0.21
Pub lag −0.02
Revisions −0.74∗∗
Mkt fcst −0.50∗∗
Survey fcst −0.51∗∗∗ 0.48 −0.31
Adj. R2 0.17 0.23 0.20 0.20 0.17 0.20 0.20 0.20 0.23 0.20

(continued)
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Table 5
Continued

1-year excess holding return on 2-year Treasury

S31 0.98∗∗ 1.12∗∗∗ 1.08∗∗ 1.03∗∗ 0.98∗∗ 0.99∗∗ 1.14∗∗∗ 1.06∗∗ 1.12∗∗∗ 1.06∗∗
S54 −2.37∗∗ −4.01∗∗∗ −3.59∗∗∗ −3.48∗∗∗ −2.37∗∗ −2.51∗∗∗ −4.19∗∗∗ −3.78∗∗∗ −3.83∗∗∗ −3.87∗∗∗
Final −0.27∗∗∗ −0.35∗∗∗
First −0.22∗∗∗
Real time −0.20∗∗∗ −0.09
Pub lag −0.02
Revisions −0.30∗∗∗
Mkt fcst −0.31∗∗∗
Survey fcst −0.28∗∗ 0.14 −0.20∗∗
Adj. R2 0.09 0.23 0.16 0.15 0.08 0.14 0.17 0.17 0.24 0.17

1-year excess holding return on 5-year Treasury

S31 3.42∗ 3.71∗∗ 3.60∗∗ 3.51∗∗ 3.42∗ 3.45∗∗ 3.71∗∗ 3.56∗∗ 3.72∗∗ 3.56∗∗
S54 −2.74 −6.18 −4.93 −4.80 −2.74 −3.10 −6.12 −5.13 −5.26 −5.34
Final −0.57∗∗ −0.98∗∗∗
First −0.39∗
Real time −0.38∗ −0.22
Pub lag −0.02
Revisions −0.82∗∗
Mkt fcst −0.58∗
Survey fcst −0.48 0.68∗ −0.28
Adj. R2 0.09 0.14 0.11 0.11 0.09 0.12 0.11 0.11 0.15 0.11

This table reports predictive regressions with market information proxies appearing in equation (4), where xt uses the real time observations as
well as: the Treasury yields with maturities ranging from n = 1, ..., 5 years, and the equity risk factors MKT, SMB, HML, momentum, and short-
term reversal. The entries with Mkt fcst refer to the above market expectation models. In addition, we also use the median survey expectation
for NFP announcements from the Money Market Services database (like in Gilbert 2008) until 1999, and from Bloomberg starting in 2000.
The entries with Survey fcst refer to these survey forecasts. The sample period is 1985:02-2014:12. t-statistics are based on Newey and West
(1987) standard errors with a maximum lag length of 18 months. ∗, ∗∗, and ∗∗∗ indicate significance at the 10%, 5%, and 1% level, respectively.
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endowed with final revised NFP data, although in both cases the differences to
an investor only using yield curve information would be rather small.

3.1 Term premiums
A number of previous studies have argued that yield curve models that
embed macroeconomic information imply term premiums which are more
countercyclical than models that exclusively rely on information contained
in yields themselves (see, e.g., Ludvigson and Ng 2009; Wright 2011;
Joslin, Priebsch, and Singleton 2014). In these analyses, the countercyclicality
increases because the added final-revised macroeconomic variables are
found to help predict future bond yields and have themselves a strong
cyclical component. In the previous sections, we have found that real time
macroeconomic variables are less powerful predictors of future bond yields and
are also less cyclical than their final revised counterparts. We may thus expect
that the use of real time data reduces the countercyclicality of the model-implied
risk premiums.

We assess this conjecture by following the analysis in Ludvigson and Ng
(2009). They use predictive return regressions to establish the importance
of macroeconomic factors for the predictability of excess bond returns.
They further document that the bond risk premiums implied by a model
augmented with (final revised) macroeconomic factors are considerably more
countercyclical than those implied by a model that does not incorporate
macroeconomic information. As in Ludvigson and Ng (2009), we compute
the term premium for a bond with n years to maturity as

tp
(n)
t =

1

n

[
Êt (rx

(n)
t+1)+Êt (rx

(n−1)
t+2 )+ ...Êt (rx

(2)
t+n−1)

]
,

where we obtain the conditional expectations Êt (rx
(n−h+1)
t+h ) using h-year ahead

predictions from a vector autoregression (VAR) that includes as variables the
excess returns themselves as well as a set of predictor variables. Note that the
above expression is equivalent to the difference of the yield of an n-year bond
and the expectations-hypothesis value, that is, the average expected short rate
over the life of the bond (see, e.g., Cochrane and Piazzesi 2009).

Specifically, in our benchmark specification the VAR includes observations
on excess returns and the CP factor or the two spreads. We then compare this
benchmark specification to one that adds final-revised or real time NFP data,
respectively.8

The first panel of Figure 1 shows the difference in 5-year term premium
implied by both the model using real time NFP and that using final-revised NFP
as additional predictor. This difference is strongly countercyclical, rising around
recessions and falling in expansions. Moreover, the quantitative difference

8 Following Ludvigson and Ng (2009), we use a monthly VAR with p=12 lags.
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(b) 5-year term premium:
CP only
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(c) 5-year term premium:
CP & final revised NFP
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(d) 5-year term premium:
CP & real time NFP

Figure 1
The cyclicality of term premiums
This figure illustrates the cyclicality of term premiums implied by different specifications of the vector
autoregression discussed in Section 3.1. The first panel shows the difference between the term premium implied
by a VAR with the CP factor and real time nonfarm payroll employment and a similar VAR with final revised
nonfarm payroll growth as predictors. The second panel provides a plot of the 12-month moving average of
the term premium implied by a VAR using only past returns and the Cochrane and Piazzesi (2005) factor as
predictors versus the 12-month moving average of the monthly growth rate of industrial production. The third
panel shows the corresponding plot of the term premium implied by a VAR using past returns, the CP factor and
final revised nonfarm payroll growth as predictors. The fourth panel shows the corresponding plot of the term
premium implied by a VAR using past returns, the CP factor and real time nonfarm payroll growth as predictors.

can be sizable, reaching almost 1% in 2010. Following Ludvigson and Ng
(2009), we visualize the cyclicality of the different term premium estimates
by superimposing the growth rate of industrial production.9 As a point
of comparison, the second panel shows the term premium implied by a
VAR using only yield curve information to predict returns. Consistent with

9 Specifically, as in their analysis, we show the 12-month moving average of both the term premium and the
monthly growth rate of industrial production.
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Ludvigson and Ng (2009), this yield-only term premium is essentially acyclical.
The third panel of Figure 1 shows the corresponding plot for the model adding
final revised NFP as predictor. The implied term premium is considerably more
countercyclical and features a correlation of −30% with IP growth. Finally, the
fourth chart provides the corresponding plot for the term premium implied by
adding real time NFP as predictor. As conjectured above, this real time term
premium is considerably less countercyclical, the correlation with IP growth
drops to only −17%.

In sum, the analysis in this section shows that the countercyclicality of term
premiums is considerably weaker when real time data, as opposed to final
revised macroeconomic data, are considered.

3.2 Mean-variance portfolios
We now highlight the economic significance of the differences in bond return
predictability by comparing the optimal (in a mean-variance sense) portfolios
of investors endowed with real time versus final revised macroeconomic
information. Specifically, given the expected returns Et [rxt+1] implied by the
predictive regressions in (3), we compute portfolio weights (see, e.g., Carriero
and Giacomini 2011) as:

ωt = a+BEt [rxt+1],

where a =
�ι

ι′�ι
,

and B =
1−γ

γ

(
�−1 − �−1ιι′�−1

ι′�−1ι

)
,

whereas γ denotes the coefficient of relative risk aversion, � the unconditional
covariance matrix of excess returns rx, and ι a vector of ones with length equal
to the number of bonds in the portfolio.10

Note that these portfolio weights add to one in each period and therefore rule
out implicit leverage or underinvestment.

With the portfolio weights ωt at hand, we compute excess returns on the
optimal portfolio as rx∗

t =ωt−1rxt and compare their sample average, standard
deviation as well as the Sharpe ratio across three specifications: the benchmark
model using only yield curve information, the model adding the final revised
NFP series as predictor, and the model adding real time NFP as predictor. We
carry out this exercise for both in-sample as well as out-of-sample regressions.11

10 Following Carriero, Kapetanios, and Marcellino (2012), we set γ = .5. Varying γ does not affect the results
qualitatively. Since our predictive model does not imply conditional variance dynamics, we assume V art (rxt+1)=
V ar(rxt+1)=�.

11 In the out-of-sample analysis we use a 10-year initial learning sample and obtain optimal portfolio weights based
on 1-year-ahead return predictions using an expanding estimation window, see also Section 2.3.
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Table 6 presents the results in four panels. The left panel shows the in-sample
and the right panel the out-of-sample results. The top panel reports results using
the CP factor as benchmark yield curve information, the bottom panel instead
uses the two spreads to predict excess returns. The average excess return of
the optimal portfolio when only the CP factor is used is 0.28%. This increases
to 0.32% when one adds final revised NFP as a regressor and to 0.31% when
real time NFP is employed. The volatility of optimal portfolio returns also
increases but only slightly so when one adds macroeconomic information to
predict returns.
As a consequence, the optimal portfolio’s Sharpe ratio increases from 0.30
when only the CP factor is used to 0.34 and 0.32 when final revised and real
time NFP are added as regressors, respectively. One can assess the statistical
significance of the Sharpe ratio differential using the test proposed in Ledoit and
Wolf (2008).12 The test indicates that the differences, albeit small, are indeed
statistically different from zero. The results are quantitatively similar for the
out-of-sample analysis shown in the right panel of the table. The Sharpe ratio of
the optimal portfolio increases from 0.29 using only the CP factor to 0.32(0.30)
when final revised (real time) NFP is added as regressor. However, the Ledoit-
Wolf test indicates that these differences are not statistically significant.

Moving to the bottom panel, we see that average excess returns and Sharpe
ratios are substantially larger when the two spreads instead of the CP factor
are used as yield curve predictors. For example, the in-sample Sharpe ratio for
the model using only the two spreads is 0.39, as compared with 0.28 when
only the CP factor is used to predict excess returns. The Sharpe ratio increases
from 0.39 to 0.43(0.42) when adding final revised (real time) NFP in the in-
sample regressions. These differences in Sharpe ratios are both statistically
significant according to the Ledoit-Wolf test. In out-of-sample regressions, the
Sharpe ratio also jumps from 0.39 to 0.42 when adding final revised NFP
data, but only to 0.40 when adding real time NFP. The latter difference is not
statistically significant according to the Ledoit-Wolf test while the former is.
Hence, in contrast to final-revised NFP data, observing real time NFP does
not significantly improve an investors’ portfolio allocation. That said, from an
economic point of view the improvement in bond return predictability from
using macroeconomic data in addition to information embedded in the yield
curve are rather small even when final revised data are used.

4. Announcement Effects

In the previous sections, we have documented that nonfarm payroll growth has
stronger predictive power for bond returns when final revised as opposed to

12 Ledoit and Wolf (2008) propose two tests, one based on HAC standard errors, and one using a resampling
algorithm. We employ the former in order to adjust for serial correlation and heteroscedasticity in the return
series.
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Table 6
Mean-variance portfolio returns

In-sample predictions Out-of-sample predictions

E[rx∗
t ] Std(rx∗

t ) SR 
SR p-val E[rx∗
t ] Std(rx∗

t ) SR 
SR p-val

Benchmark: CP Benchmark: CP

CP 0.28 0.93 0.30 0.30 1.05 0.29
CP + FR 0.32 0.96 0.34 0.03 0.04 0.34 1.07 0.32 0.02 0.17
CP + RT 0.31 0.95 0.32 0.02 0.06 0.32 1.06 0.30 0.01 0.45

Benchmark: two spreads Benchmark: two spreads

Two spreads 0.38 0.98 0.39 0.54 1.37 0.39
Two spreads + FR 0.45 1.03 0.43 0.04 0.01 0.57 1.37 0.42 0.02 0.05
Two spreads + RT 0.42 1.00 0.42 0.02 0.02 0.55 1.36 0.40 0.01 0.17

This table reports predictive regressions with market information proxies appearing in equation (4), where xt uses the real time observations as well as: the
Treasury yields with maturities ranging from n=1,...,5 years, and the equity risk factors MKT, SMB, HML, momentum, and short-term reversal. In addition, we
also use the median survey expectation for NFP announcements from the Money Market Services database (like in Gilbert 2008) until 1999, and from Bloomberg
starting in 2000. The sample period is 1985:02-2014:12. t-statistics are based on Newey and West (1987) standard errors with a maximum lag length of 18 months.
∗, ∗∗, and ∗∗∗ indicate significance at the 10%, 5%, and 1% level, respectively.

699

D
ow

nloaded from
 https://academ

ic.oup.com
/rfs/article/31/2/678/4090998 by Frankfurt School of Finance & M

anagem
ent user on 17 M

ay 2025



[18:43 26/12/2017 RFS-hhx098.tex] Page: 700 678–714

The Review of Financial Studies / v 31 n 2 2018

real time data are used. Alternative market-based proxies for the information
set available to investors give rise to the same result. Does this imply that bond
investors cannot exploit the bond return predictability in real time? Since they
operate in a data rich environment this question is difficult, if not impossible,
for an econometrician to assess ex post.

However, investors’ reaction to macroeconomic news potentially reveals
what information they did not have before. In this section, we thus analyze
announcement effects to nonfarm payroll releases to shed some light on two
related questions. First, to what extent are data revisions anticipated? Second,
do investors react to announcements of revisions?

To do so, we need to examine the reaction of the Treasury yield curve to
NFP announcements, controlling for investors’ predictions of the release. Our
analysis is closely related to Gilbert (2008), who shows that the return on the
S&P 500 index on days of payroll announcements predicts future revisions
with a positive sign in expansions and a negative sign in recessions. This is
interpreted as evidence that equity investors anticipate the final revised figure of
payroll employment when reacting to the initial announcement. In the context of
our findings thus far, his results could be interpreted in the following way. When
observing a new macroeconomic data release investors update their beliefs,
incorporate the new information into prices and at the same time anticipate the
future revisions.

We assess whether similar effects might be at work in the Treasury market.
While Jones, Lamont, and Lumsdaine (1998) and Fleming and Remolona
(1999), among others, have documented the importance of NFPannouncements
for Treasuries, to the best of our knowledge, no prior paper has studied the
relationship between payroll announcement returns in the Treasury market and
data revisions.13

Following Gilbert (2008) we use the median market expectation for
NFP news announcements from the Money Market Services database until
1999, and from Bloomberg starting in 2000 to characterize investors’ time-t
expectations of the payroll release. More specifically, we estimate the following
announcement day regressions


y
(n)
t = αn +βS

n NFP S
t +βr1

n

(
NFPt−1|t+1−NFPt−1|t

)
... (5)

+βr2
j

(
NFPt−2|t+1−NFPt−2|t

)

+β
rf

j

(
NFPt |T −NFPt |t+1

)
+εnt ,

where 
y
(n)
t denotes the daily change in zero-coupon yields on 2-, 5-, 7-,

and 10-year Treasury notes from Gürkaynak, Sack, and Wright (2007) on

13 The response of other asset markets to macroeconomic news announcements has been studied using high-
frequency data in, e.g., Andersen et al. (2003) for foreign exchange markets, Faust et al. (2007) for interest rate
and foreign exchange futures, and Kilian and Vega (2011) for commodity prices.
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days of payroll announcements. NFP S
t is the surprise component of the

forecast for payroll growth, that is, the difference between the first release
and the aforementioned consensus survey forecast; NFPt−1|t+1 - NFPt−1|t and
NFPt−2|t+1 - NFPt−2|t refer to the revisions of the prior 2 months’observations
released with the new announcement. Finally, NFPt |T - NFPt |t+1 denotes the
cumulative revision made after the first release.

Table 7 reports the results. The sample period is 1985:02-2014:12 because
the MMS/Bloomberg survey only becomes available in February 1985. We
report the full sample estimates in the upper panel and the bottom two panels
repeat the regressions for expansion and recession samples separately. These
have been determined by whether the announcement date falls into an NBER
recession or expansion. For each maturity, the first line reports the parameter
estimates and the second the corresponding t-statistics.

We start with the full sample results reported in the top panel. The second
column shows that all maturities strongly react to the surprise component of
payroll releases as the coefficients are highly statistically significant. As all
coefficients are positive, we find that the yield curve shifts up significantly when
the actual payroll release exceeds the market expectation. Interestingly, the
coefficient on the revision to the prior month’s release is statistically significant
(third column), suggesting that investors incorporate that information into
Treasury prices, over and above the surprise about the new monthly release.
The revision to the release 2 months ago (fourth column) also has positive
coefficients across all maturities, but these are not statistically significant in
the case of the full sample. More importantly, however, the subsequent final
revisions reported in the last column are essentially all zero. These results
imply that, controlling for past revisions and contemporaneous announcement
surprises, the yield curve reaction to payroll news does not anticipate future
revisions.

For the full sample, this finding is in line with Gilbert (2008), who documents
a statistically insignificant coefficient on future revisions in similar regressions
using the daily change of the S&P 500 index as dependent variable. Splitting
the sample into expansion and recession periods, however, Gilbert (2008) finds
statistically significant and offsetting effects: stock returns react positively
to future revisions in expansions and negatively in recessions. Looking at
the middle and lower panels of Table 7, we do not see a significant impact
of future revisions during either NBER expansions or recessions. While the
coefficients on future revisions also have opposite signs in expansions versus
recessions in our analysis, neither are found to be statistically significant.
Hence, we cannot confirm the result by Gilbert (2008) for the bond market.
The use of different dependent variables and a different sample period are
likely potential explanations for this discrepancy.14 Interestingly, looking at the

14 There is an interesting similarity of the results in Gilbert (2008) with those in Boyd, Hu, and Jagannathan (2005)
and Andersen et al. (Andersen, Bollerslev, Diebold, and Vega (2007)). Both papers report an asymmetry in the
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Table 7
Treasury yield curve reaction to nonfarm payroll news

NFPt−1|t+1 NFPt−2|t+1 NFPt |T
cst Surprise −NFPt−1|t −NFPt−2|t −NFPt |t+1 Adj. R2

Full sample (N = 353)

2-year 0.00 0.05∗∗∗ 0.02∗∗∗ 0.01 0.00 0.32
(0.48) (10.69) (2.63) (0.70) (0.25)

5-year 0.00 0.05∗∗∗ 0.02∗∗ 0.02 −0.00 0.26
(0.62) (9.01) (2.36) (1.12) (−0.23)

7-year 0.00 0.04∗∗∗ 0.02∗∗ 0.02 −0.00 0.23
(0.69) (8.14) (2.15) (1.24) (−0.35)

10-year 0.00 0.04∗∗∗ 0.02∗∗ 0.02 −0.00 0.20
(0.88) (7.23) (1.99) (1.36) (−0.49)

Expansions (N = 316)

2-year −0.00 0.06∗∗∗ 0.03∗∗∗ 0.02 0.01 0.33
(−0.46) (10.24) (3.02) (1.27) (1.18)

5-year −0.00 0.06∗∗∗ 0.03∗∗∗ 0.03∗ 0.01 0.30
(−0.69) (9.36) (2.91) (1.93) (1.08)

7-year −0.00 0.05∗∗∗ 0.03∗∗∗ 0.04∗∗ 0.01 0.28
(−0.65) (8.71) (2.68) (2.12) (0.98)

10-year −0.00 0.04∗∗∗ 0.02∗∗ 0.04∗∗ 0.00 0.24
(−0.44) (7.92) (2.41) (2.26) (0.81)

Recessions (N = 37)

2-year 0.01 0.05∗∗∗ −0.01 0.01 −0.01 0.29
(0.51) (3.40) (−0.47) (0.32) (−0.94)

5-year 0.01 0.03∗ −0.01 0.00 −0.02 0.07
(0.36) (1.66) (−0.51) (0.08) (−1.00)

7-year 0.00 0.02 −0.01 −0.00 −0.02 −0.00
(0.10) (0.90) (−0.38) (−0.13) (−1.00)

10-year −0.00 0.00 −0.00 −0.01 −0.01 −0.05
(−0.10) (0.22) (−0.05) (−0.32) (−0.98)

This table shows OLS results for the announcement day regressions of the form


y
(n)
t = αn +βS

n NFPS
t +βr1

n

(
NFPt−1|t+1−NFPt−1|t

)
...

+βr2
j

(
NFPt−2|t+1−NFPt−2|t

)
+β

rf
j

(
NFPt |T −NFPt |t+1

)
+εnt .


y
(n)
t denote the daily change in zero-coupon yields on 2-, 5-, 7-, and 10-year Treasury notes from Gurkaynak-

Sack-Wright (2007) on days of nonfarm payroll announcements. NFPS
t is the surprise component of the

forecast for payroll growth, that is, the simple difference between the first release and the consensus survey
forecast. We obtain the latter from the Money Market Services database until 1999 and from Bloomberg after
1999; NFPt−1|t+1 −NFPt−1|t and NFPt−2|t+1 −NFPt−2|t refer to the revisions of the prior two months’
observations released with the new announcement. NFPt |T −NFPt |t+1 denotes the cumulative revision made
after the first release. The sample period is 1985:02-2014:12. For each maturity, the first line reports the
parameter estimates the second the t-statistics. ∗, ∗∗, and ∗∗∗ indicate significance at the 10%, 5%, and 1%
level, respectively.

subsample pertaining to business cycle expansions, we find that revisions to the
NFP release two months ago are also associated with statistically significant

response of stock markets to positive and negative news in business cycle expansions versus recessions. More
specifically, Boyd, Hu, and Jagannathan (2005) document that news of rising unemployment typically moves
equity prices up in expansions and down in recessions. They explain this finding with the information content of
unemployment news about future short rates. Neither Andersen, Bollerslev, Diebold, and Vega (2007) nor Boyd,
Hu, and Jagannathan (2005) study the role of data revisions.
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coefficients. This reinforces our full sample result that bond investors price in
information contained in past revisions.

In summary, the announcement day regressions show that information
about revisions to past releases appear to be incorporated into bond prices
on announcement days whereas future revisions do not seem to be priced in.
While we defer an interpretation of the ensemble of our empirical results to
Section 6, these findings appear to suggest that investors do not fully anticipate
future revisions. An alternative interpretation could be that the publication
of large data revisions increases investors’ uncertainty about macroeconomic
conditions and thus leads to lower bond prices and higher yields.

5. Robustness

In this section we document the robustness of our results with respect to
alternative macroeconomic predictor variables previously considered in the
literature. Specifically, we examine the evidence obtained from: (1) the growth
rate of industrial production (henceforth denoted IP), (2) the growth rate of real
gross domestic product (denoted GDP), (3) the Chicago Fed National Activity
Index (or CFNAI) and (4) a principal component extracted from a large panel of
macroeconomic data, in the spirit of Ludvigson and Ng (2009) and Ludvigson
and Ng (2011). These series have been used in various studies on bond return
predictability. More specifically, IP was used by Cooper and Priestley (2009),
GDP growth appears in the study by Wright (2011), whereas Joslin, Priebsch,
and Singleton (2014) use the CFNAI, and Ludvigson and Ng (2009) and
Ludvigson and Ng (2011) document that principal components extracted from
a large macroeconomic data panel improve bond return predictions.15

In addition to analyzing a broader set of series, we also report results for
different samples. All series are seasonally adjusted and with the exception
of quarterly GDP growth, all series are observed monthly. The availability of
real time data varies across series and imposes different start dates for these
analyses: IP growth is available from 1964 onwards, real GDP starts in 1992,
CFNAI in 2001, and the real time factor in the spirit of Ludvigson and Ng
(2009) is constructed using data from March 1982 onwards. We focus on a
sample ending in December 2014. In addition, we also report results for the
sample ending in December 2007, that is, not including the Great Recession.
The Online Appendix reports details of the robustness results.

15 Cooper and Priestley (2009) use the cyclical component of IP, obtained as the difference between the log of IP
and a fitted quadratic trend. When comparing the predictive ability of this cyclical component for bond returns
with that of monthly IP growth, we find the latter to be superior in our sample. The discussion paper version of
Joslin, Priebsch, and Singleton (2014) also used monthly IP growth and reported similar results to those using
the CFNAI. Cieslak and Povala (2015) propose to predict bond returns using a factor that represents a linear
combination of expected inflation and bond yields. They measure expected inflation as a simple discounted
moving average of past CPI inflation. CPI inflation is revised only to the extent that the seasonal adjustment
factors get revised. Accordingly, Cieslak and Povala (2015) interpret their factor essentially as real time data,
and we therefore do not include it in our robustness analysis.
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5.1 Data revisions
Table A.1 in Appendix section A.2 reports the data revision summary statistics
of real time data, revisions and final data for (1) monthly IP growth from 1964
to 2014; (2) real GDP growth from 1992 to 2014; (3) the Chicago Fed National
Activity Index (CFNAI), which runs from 2001 to 2014, and, finally the (4)
Ludvigson and Ng factor available from 1982 to 2014.16 As for NFP, we show
these results for the full sample, as well as for NBER expansions and recessions.
For the short CFNAI sample there are no separate expansion/recession results
reported.

Apicture similar to that of NFP emerges for IP, which covers the same sample
period. On average IP grew by .22% per month (which amounts to 2.64% per
year) according to the final data, but only .16% based on real time data with
the difference almost a third of the final number. Interestingly, during NBER
recessions νt |T is zero because νrev

t |T and ν
pl

t |T largely offset each other. As for
NFP, standard deviations for νt |T (and its components) are large, namely .83%
for the full sample and even 1.13% during recessions. Moving on to GDP
growth, the next series reported in Table A.1, we observe somewhat smaller
differences albeit still with large standard deviations which are equal to the
average quarterly growth for the full sample and NBER expansions and even
larger during recessions. As for the GDP figures, we note that the combined
publication lag/revision components for CFNAI are relatively small on average,
but have large standard deviations.

One may wonder whether the important role that revisions and publication
lags play in the dynamics of the four series reported thus far extends to a larger
set of macroeconomic variables. We address this issue by also examining factors
extracted from a panel of macroeconomic time series in the spirit of Ludvigson
and Ng (2009) and Ludvigson and Ng (2011). While our data set broadly covers
the same economic categories, we restrict ourselves to macroeconomic time
series that are potentially subject to publication lags and data revisions and for
which real time data are available. In the Online Appendix Section OA.1 we
provide the details of the resulting panel of 60 series and show that, despite the
differences in coverage, the first principal component (PC) extracted from its
final revised version is highly correlated with the first PC obtained by Ludvigson
and Ng (2009) and Ludvigson and Ng (2011). Crucially, this first PC has the
strongest predictive power for future bond returns in their analysis. In contrast,
the first PC extracted from the corresponding panel of real time observations
shows a much weaker correlation with the LN factor. This indicates not only
that the revision and publication lag components are important for the panel of
60 macroeconomic time series, but also that they have a systematic component
which is picked up by the estimated factor.

16 The Online Appendix provides details about the construction of the LN factor.
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Looking at the combined revision and publication lag components, we find
that, on average, across all series, the variance of νt is about 81% of the variance
of the final revised series, indicating that revisions make up for a sizable fraction
of the total variation in final revised macroeconomic time series. For the median
series, this ratio still amounts to a sizable 31%. For purpose of comparison, it
is worth recalling that the same ratio for NFP reported earlier is 20% (based on
the full sample results reported in Table 1), indicating that NFP is by no means
an extreme example as far as revisions go.17

The LN factor is centered around zero and scaled to have standard deviation
equal to one, as is indicated in the full sample panel of Table A.1. What is
remarkable is that the standard deviation of νt |T in the full sample is almost
equal to one as well (.94 to be precise) and that the standard deviation of ν

pl

t |T for
the LN factor is even larger, namely equal to 1.20. This finding clearly shows
that the results reported for individual series extend to a large cross-section of
macroeconomic data.18

In Online Appendix Sections OA.4 through OA.6 we report summary
statistics and regression results for a sample ending in 2007 and thus excluding
the Great Recession for each of the series. To conserve space, we will only
comment on the NFP case here. Over the 1964-2007 sample monthly changes
in NFP averaged 153K according to the final data, while the real time release
was, on average, only 127K, a difference of 25K or again almost 20%, of the real
time release, similar to the finding in the full sample. We also find again that real
time data understate/overstate the final figures during expansions/recessions.
The bulk of νt |T is attributable to the revision component, that is, νrev

t |T , for the
full sample as well as NBER expansions. In contrast, publication delays, that
is, ν

pl

t |T , are more important during recessions. What is most remarkable in our
view, however, is again the sheer magnitude of the standard deviations of these
components. Very similar results are obtained for the other series considered.

5.2 Predicting returns with different information sets
We now turn our attention to in-sample predictive regressions involving
different macroeconomic series (Table OA.4 of the Online Appendix provides
the details). The CP and two spreads panels for IP cover the same sample as
NFP and are therefore identical for the yields-only regressions. For GDP and
CFNAI the samples differ and thus yield different regression fits. Specifically,
the shorter GDP and CFNAI samples have much lower predictive fit with
the yields only benchmarks. For the 2-year maturity and regardless of the
benchmark model, it appears that adding final macroeconomic data regressors

17 These results are in line with earlier findings reported in Aruoba (2008), who documents the empirical properties
of revisions to major macroeconomic variables and also finds that they are large relative to the variation in the
original variables and feature substantial degrees of serial correlation. See also Croushore (2011) for an analysis
of data revisions across variables and an overview of the relevant literature.

18 Online Appendix Section OA.1.1 offers a more detailed discussion of the data revisions.
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always results in significant slope estimates. For the 5-year maturity the results
are mixed, as we find that final data do not improve predictability in the cases of
IP (CP factor benchmark) and CFNAI (CP factor and two spreads benchmarks).

The increments in adjusted R2 due to adding final macroeconomic data are
sometimes substantial, particularly in the shorter samples of GDP and CFNAI
and in the case of the LN factor as predictor. Replacing the final releases
with real time observations results in considerably lower adjusted R2s for all
variables, except CFNAI, where it remains the same or increases slightly. The
declines are particularly pronounced for GDP and the LN factor. Moreover,
as for NFP many of the slope coefficients become insignificant when moving
from final revised to real time data. Finally, when regressing bond returns
jointly on the lagged real time data, publication lag and revision components,
the real time regressor is either not statistically significant - in the case of
IP (both maturities and benchmarks), GDP (5-year) and CFNAI (5-year) – or
considerably smaller in magnitude and less strongly significant than the other
regressors. This is also in line with the evidence reported for NFP. Dropping the
benchmark yield curve predictors and using only the macroeconomic predictors
in the regressions shows for most variables that although the final data yield a
larger R2 than their real time counterparts, the share of bond return variance
explained by macroeconomic data alone is small in general.

Next, we exclude the Great Recession from the sample, with results reported
in the Online Appendix Sections OA.4 through OA.7. We find that the in-
sample fits improve dramatically. Hence, the Great Recession diminished the
role played by macroeconomic data in predicting bond returns. This is perhaps
not surprising, because in the period from 2008 to 2014 the Federal Reserve
implemented a number of unconventional policies directly aimed at lowering
and stabilizing U.S. bond yields. Focusing on the relative importance of final
revised versus real time macroeconomic information releases, a pattern similar
to that reported in Table 2 emerges. Specifically, for all variables the adjusted
R2s drop considerably, and the slope coefficients also decline and in many cases
become insignificant when moving from final revised to real time data. Hence,
cutting the sample short by excluding the Great Recession does not alter our
conclusions.

5.3 Variance decompositions
The variance decomposition results reported in Table 3 revealed that the
contribution of NFP in the prediction of bond returns is reduced in half when
the real time data are used. How does that compare to the other series we
examine? Online Appendix Table AO.5 offers the results. In terms of relative
contributions of final release data, both GDP growth and the CFNAI are the
most impressive, at least for the 2-year maturity. GDP growth accounts for a
94% (CP factor) or 81% (two spreads) and CFNAI for a 40% or 71% share of
predictive power in their relatively short samples. Replacing Xt |T with real time
data implies a drop from 94 % to 23% with the CP factor benchmark and from
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81 to 21% with the two spreads benchmark for GDP. For IP and the LN factor,
we find results similar to those of NFP, using real time instead of final revised
data the predictive power drops by half or more compared to the final data.
For the CFNAI there is no drop in predictive power, however. Hence, with the
exception of CFNAI for which only a very short real time sample is available,
our finding that real time data account for a substantially smaller share of bond
return predictability than final data also holds for other macroeconomic series
previously considered in the literature. Removing the Great Recession from
the sample, as reported in the Online Appendix, yields very similar results.

5.4 Out-of-sample analysis
We again use a ten year training sample for the OOS exercises, beginning with
the first month/quarter of the available samples, namely 1964:01 for IP, 1992:Q1
for GDP and 1982:03 for the LN factor. Unfortunately, since the sample for
CFNAI only covers fourteen years of data we cannot include it in the OOS
exercise. We then reestimate the prediction model with an expanding sample
and collect the resulting 1-year-ahead bond return forecasts. Online Appendix
Table OA.6 reports the details.

Recall that with NFP the CP factor benchmark model featured a higher in-
sample fit, whereas the specification using two spreads yielded a smaller mean
squared forecast error out-of-sample. This is also the case for IP, GDP and the
LN factor. The MSE ratios with final data in some cases feature substantial
drops relative to a model using only yield curve information, for example close
to 40% for the LN factor with the CP benchmark. In all cases the drop is
significant according to the ENC-NEW test. With the exception of GDP for
the 2-year maturity with the CP benchmark, the ratios are all closer to one
when using real time data. More importantly, in two cases the ratio is no longer
significantly different from one, that is, real time data do not improve out-of-
sample predictions beyond the benchmark model and in two other cases the
statistic is only significant at the 10 % level. The ENC-T statistics also tell
us that the final data uniformly feature significantly higher predictive power
compared to real time data and/or revisions. Hence, our finding that real time
data are substantially less powerful in predicting bond returns out-of-sample
than final data also applies to the other macroeconomic predictor variables
considered in the previous literature.

5.5 Capturing market expectations
For NFP we found that accounting for broader information sets via auxiliary
regressions does little to alter the conclusions we obtained with the real time
and first releases. According to the findings reported in Online Appendix Table
OA.7 this result also holds for the additional series considered. Moreover, in
many cases we find insignificant slope coefficients when market expectation
proxies are used as predictors.
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5.6 Mean-variance portfolios
We repeat the portfolio analysis reported in subsection 3.2, where we examined
the economic significance of the differences in bond return predictability by
comparing the optimal portfolios of investors endowed with real time versus
final revised NFP data. Using the same setting we re-examine these findings for
IP growth, GDP growth and the LN factor. Recall that with NFP as predictor
the Sharpe ratio of a mean-variance portfolio increased slightly relative to the
yields only benchmarks, but that the increase was lower when real time data
was used. While the differences in Sharpe ratios were small, the Ledoit and
Wolf (2008) test indicated statistical significance both using in-sample and
out-of-sample regression predictions.

The findings are mixed (they are reported in Online Appendix Table OA.8).
For the LN factor, we find stronger results than for NFP. Looking at the in-
sample results, the Sharpe ratio increases from 0.53 for the CP benchmark
(0.67 for the two spreads benchmark) to 0.58 (0.74) adding final data but only
to 0.56 (0.71) when adding real time data. The differences in Sharpe ratios are
found to be statistically significant at the 10% level for the final revised but
not for the real time data in the case of the CP benchmark, and are found to be
statistically significant at the 5% level in the case of the two spreads benchmark.
The out-of-sample predictions imply even stronger Sharpe ratio differentials
which are found to be statistically significant relative to both the CP and the
two spreads benchmarks. The increases in Sharpe ratios involving final data
are significant, whereas for the real time data the increase is not significant
vis-à-vis the CP prediction model in-sample.

For the other series, the results are more nuanced. For IP growth, the Sharpe
ratio differentials are small in and out-of-sample for both benchmarks and
for final revised and real time data alike. For GDP growth, the Sharpe ratio
differentials coming from both final revised and real time data are quite sizable,
regardless of which benchmark model is used and more so in the out-of-sample
analysis. Specifically, the increase in Sharpe ratios relative to both benchmarks
is found to be highly statistically significant in the out-of-sample analysis when
final revised data but not when real time data are added. In sum, the evidence
for other macroeconomic predictor series supports our result for NFP that using
final data leads to superior mean-variance portfolio performance than when real
time data are used.

6. Discussion and Concluding Remarks

The results in the previous sections have shown that the predictability of bond
returns using macroeconomic information is considerably weaker when real
time data, as opposed to revised data, are employed. This is the case not only for
nonfarm payroll growth, our lead example, but also for various other predictor
variables used in previous studies. Moreover, the term premium implied by a
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model taking into account final macro data is substantially more countercyclical
than that using only real time data.

How can we interpret these results? Standard asset pricing theory implies that
risk premiums are time varying because investors expect higher compensation
for risky payoffs in bad or more uncertain states of the world. Since revisions
reflect statistical agencies’ gradual incorporation of additional and more timely
data, it is reasonable to assume that revised data capture the state of the economy
more precisely than real time data. Our finding that the predictability of bond
returns is stronger when revised data are used is therefore consistent with
standard asset pricing theory implying time-varying risk premiums. In the same
vein, our result that revisions are correlated with bond returns could simply
reflect that both risk premiums and revisions have a cyclical component, or
that data revisions proxy for economic uncertainty and therefore comove with
expected returns.

A complementary interpretation has a role for data revisions in investors’
expectations about monetary policy. An extensive literature going back to
Taylor (1993) has documented that U.S. monetary policy is well characterized
by simple rules linking the federal funds rate to measures of the output gap and
inflation. Hence, investors’ assessment of current and future macroeconomic
conditions represent a key input to their expectations about the future path of
short rates. However, as shown by Orphanides (2001), the prescription of a
Taylor-type policy rule for the federal funds rate based on real time data can
substantially differ from one based on revised data. To the extent that investors
incorporate data revisions when they update their beliefs about the state of the
economy and likely path of monetary policy, bond returns should reflect these
changes and therefore be correlated with revisions, as we find in the data.

The results in Section 4 seem to be at odds with the notion that real
time investors fully anticipate future revisions, however. An alternative
interpretation of our findings could thus be that the difference in predictability
of bond returns using final versus real time macro data captures informational
frictions. A related argument has recently been made by Cieslak (2016), who
documents that survey expectations of the real federal funds rate feature
serially correlated forecast errors which induce a predictable component in bond
returns.Although Cieslak (2016) abstracts from data revisions and distinguishes
between survey forecasts made by investors in real time versus ex post forecasts
of an econometrician using full sample information, her analysis also points
to the role of informational frictions in bond return dynamics. More research
is needed to parse out the driving forces of bond yields taking into account
investors’ information sets.
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Appendix 1: Variance Decomposition

To trace out the incremental predictive information contained in the various macroeconomic
information sets, we would be tempted to run the regression:

r
(n)
t+12 =αn +βnbmt +γ rt

n Xt−1|t +γ pl
n ν

pl

t |T +γ rev
n νrev

t |T +e
(n)
t+12. (A1)

More specifically, the order in which the regressors appear in the above regression follows the flow
of information: Xt−1|t is released first, then the publication lag ν

pl

t |T is realized and νrev
t |T is available

last. Unfortunately, the regressors in the above equation are not mutually orthogonal so that a
unique variance decomposition is not feasible. However, using the classic Frisch-Waugh-Lovell
theorem (see, e.g., Davidson and MacKinnon 1993, p 19-24), one can sequentially add regressors
in the order of the information flow and obtain a unique variance decomposition. The setup for the
Frisch-Waugh-Lovell (FWL) theorem is a classical regression:

y =Xβ +X�β� +ε

and a consistent estimator for β� can be obtained via the regression:

My =MX�β� +ε (A2)

where P = X(X′X)−1X′, and M = (I −P ), which amounts to projecting y on the space spanned
by X and compute its residuals, then project X� onto the space spanned by X yielding residuals
MX�, and finally regressing My on MX�.

The variance decomposition shares many features with the well known Cholesky decomposition
used in VAR model impulse response analysis. There is an important difference between standard
applications of Cholesky factorizations and the variance decomposition, however. The order
variables appear in a VAR model may greatly affect impulse response analysis and in typical
applications there is no natural order. In our variance decomposition there is a natural order. As
we mention right below equation (A1), the order in which the regressors appear in the regression
follows the information flow: Xt−1|t is released first, then the publication lag ν

pl

t |T is realized

and νrev
t |T is available last.19 The variance decomposition consists of running the following set of

regressions:
Xt−1|t = δ0

n +δ1
nbmt +u

(n)
rt,t+12

ν
pl

t |T = δ0
n +δ1

nbmt +δ2
nXt−1|t +u

(n)
pl,t+12

νrev
t |T = δ0

n +δ1
nbmt +δ2

nXt−1|t +δ3
nν

pl

t |T +u
(n)
rev,t+12

(A3)

and using the residuals u
(n)
rt,t+12, u

(n)
pl,t+12 and u

(n)
rev,t+12 to run the regressions:

r
(n)
t+12 =αn +βnbmt +e

(n)
bm,t+12 yielding: R2

bm,n

and V ar(P1r
(n)
t+12)

e
(n)
bm,t+12 =γ rt

n u
(n)
rt,t+12 +e

(n)
rt,t+12 yielding: R2

rt,n

and V ar(P2|1M1r
(n)
t+12)

e
(n)
rt,t+12 =γ

pl
n u

(n)
pl,t+12 +e

(n)
pl,t+12 yielding: R2

pl,n

and V ar(P3|1−2M1−2r
(n)
t+12)

e
(n)
pl,t+12 =γ rev

n u
(n)
rev,t+12 +e

(n)
rev,t+12 yielding: R2

rev,n

and V ar(P4|1−3M1−3r
(n)
t+12)

(A4)

with the following projection matrices: (a) P1 = Xa(X′
aXa)−1X′

a with Xa = (ι [bm
(n)
t ]Tt=1) and M1

= (I −P1), (b) P2|1 = M1Xb(X′
bM1Xb)−1X′

bM1, with Xb = ([xt−1|t ]Tt=1) and M1−2 = (I −P2|1), (c)

19 Hence, the variance decomposition shares features with the use of Cholesky factorizations in mixed frequency
VAR models, see Ghysels 2016, where high-frequency data are stacked in chronological order into low frequency
vectors.
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P3|1−2 = M1−2Xc(X′
cM1−2Xc)−1X′

cM1−2, with Xc = ([νpl

t |T ]Tt=1) and M1−3 = (I −P3|1−1), P4|1−3

= M1−3Xd (X′
dM1−3Xd )−1X′

dM1−3, with Xd = ([νrev
t |T ]Tt=1) and M1−3 = (I −P3|1−1).

Based on the above equation and denoting SSR = V ar(P1r
(n)
t+12) + V ar(P2|1M1r

(n)
t+12) +

V ar(P3|1−2M1−2r
(n)
t+12) + V ar(P4|1−3M1−3r

(n)
t+12) we can write:

1 =
V ar(P1r

(n)
t+12)

SSR
+

V ar(P2|1M1r
(n)
t+12)

SSR

+
V ar(P3|1−2M1−2r

(n)
t+12)

SSR
+

V ar(P4|1−3M1−3r
(n)
t+12)

SSR
(A5)

Finally, the above analysis is also applied to a similar type of regression, but involving final data
instead, namely

r
(n)
t+12 =αn +βnbmt +γ f

n Xt |T +e
(n)
t+12. (A6)

Appendix 2: Robustness Analysis

Table A.1
Summary statistics: alternative predictors

Mean SD Min Max

IP 1964-2014

Xt |T 0.22 0.75 −4.30 3.09
Xt−1|t 0.16 0.71 −3.56 2.43
νt |T 0.06 0.83 −3.17 4.98

ν
pl
t |T −0.00 0.76 −2.35 4.57

νrev
t |T 0.06 0.44 −1.49 2.18

IP 1964-2014: NBER expansions

Xt |T 0.37 0.58 −1.90 3.09
Xt−1|t 0.31 0.54 −1.72 2.43
νt |T 0.06 0.76 −2.04 4.81

ν
pl
t |T 0.01 0.70 −1.95 4.15

νrev
t |T 0.06 0.42 −1.17 2.13

IP 1964-2014: NBER recessions

Xt |T −0.67 0.94 −4.30 1.98
Xt−1|t −0.67 0.98 −3.56 1.58
νt |T −0.00 1.13 −3.17 4.98

ν
pl
t |T −0.05 1.02 −2.35 4.57

νrev
t |T 0.05 0.56 −1.49 2.18

GDP 1992-2014

Xt |T 0.64 0.62 −2.11 1.89
Xt−1|t 0.63 0.49 −1.57 1.74
νt |T 0.01 0.65 −2.05 1.62

ν
pl
t |T 0.01 0.53 −1.16 1.37

νrev
t |T −0.01 0.39 −1.15 0.97

(continued)
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Table A.1
Continued

Mean Std Min Max

GDP 1992-2014: NBER expansions
Xt |T 0.77 0.46 −0.39 1.89
Xt−1|t 0.72 0.39 −0.26 1.74
νt |T 0.05 0.60 −1.17 1.62

ν
pl
t |T 0.03 0.52 −1.16 1.37

νrev
t |T 0.02 0.37 −1.03 0.97

GDP 1992-2014: NBER recessions
Xt |T −0.34 0.82 −2.11 0.53
Xt−1|t 0.01 0.71 −1.57 0.96
νt |T −0.35 0.89 −2.05 1.44

ν
pl
t |T −0.14 0.63 −0.90 1.32

νrev
t |T −0.21 0.51 −1.15 0.35

CFNAI 2001-2014

Xt |T −0.33 0.85 −4.18 0.77
Xt−1|t −0.36 0.74 −3.48 0.75
νt |T 0.02 0.36 −1.78 0.97

ν
pl
t |T 0.01 0.25 −1.01 0.63

νrev
t |T 0.02 0.22 −0.88 0.39

LN Factor 1982-2014

Xt |T −0.00 1.01 −5.18 3.52
Xt−1|t −0.01 1.01 −3.73 2.62
νt |T 0.01 0.94 −4.12 2.70

ν
pl
t |T 0.00 1.21 −4.14 3.47

νrev
t |T 0.00 0.68 −3.08 1.59

LN Factor 1982-2014: NBER expansions

Xt |T 0.24 0.70 −1.75 3.52
Xt−1|t 0.16 0.87 −3.28 2.62
νt |T 0.08 0.91 −2.91 2.70

ν
pl
t |T 0.02 1.20 −4.14 3.47

νrev
t |T 0.06 0.63 −1.99 1.59

LN Factor 1982-2014: NBER recessions

Xt |T −1.85 1.13 −5.18 −0.31
Xt−1|t −1.29 1.05 −3.73 0.74
νt |T −0.56 1.01 −4.12 1.37

ν
pl
t |T −0.16 1.26 −2.81 2.81

νrev
t |T −0.40 0.88 −3.08 1.07

This table reports the summary statistics of real time data, revisions and final data for (1) industrial production
growth (IP) from 1964 to 2014; (2) GDP growth from 1992 to 2014; (3) the Chicago Fed National Activity
Index (CFNAI), which runs from 2001 to 2014; and (4) a LN-type factor available from 1982 to 2014. There
are three sample configurations, covering respectively the full sample, NBER expansions and recessions. For
the short CFNAI sample, there are no expansion/recession results reported. The final revised data is labeled
Xt |T . This can be decomposed into two components: Xt |T = Xt−1|t + νt |T , where Xt−1|t is the real time data

and νt |T = (Xt |T −Xt |t+1) + (Xt |t+1 −Xt−1|t ) which we write as: νt |T = νrev
t |T + ν

pl
t |T with νrev

t |T capturing the

cumulative future revisions of the initial announcement, Xt |T −Xt |t+1, and ν
pl
t |T the publication lag component

which captures the fact that macroeconomic data are released with a lag, Xt |t+1 −Xt−1|t .
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